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Continuing the development of results previously obtained for systems with delay described by first-order differential equations with delay [1], a system without delay is constructed which enables the periodic motions of systems with delay to be found. © 2001 Elsevier Science Ltd. All rights reserved.

Problems concerned with determining the periodic motions generated from equilibrium states of systems with delay have been considered before [2-4]. For systems with delay there are no reasonably simple and convenient ways of finding periodic motions as there are for systems without delay. It is therefore essential to establish new ways of finding periodic motions of systems with delay, described even by a first-order system with delay.

Let us consider a system with delay described by a first-order differential equation with delay

$$
\begin{equation*}
\dot{x}=a(\varepsilon) x+b(\varepsilon) x(t-\tau)+F(\varepsilon, x, x(t-\tau)) \tag{1}
\end{equation*}
$$

where $x$ is a scalar, $\varepsilon$ is a parameter, and the dot stands for differentiation with respect to $t$.
Let us assume that $F(0,0,0)=0$ and that the analytical function $F\left(\varepsilon, x_{1}, x_{2}\right)$ may be expanded in the neighbourhood of the point $x_{1}=x_{2}=0$ in a series beginning with terms of at least the second order in $\left(x_{1}, x_{2}\right)$, of the following form

$$
\begin{align*}
& F\left(\varepsilon, x_{1}, x_{2}\right)=F^{(2)}+F^{(3)}+\ldots  \tag{2}\\
& F^{(2)}\left(\varepsilon, x_{1}, x_{2}\right)=a_{i k}(\varepsilon) x_{i} x_{k}, \quad F^{(3)}\left(\varepsilon, x_{1}, x_{2}\right)=a_{i k p}(\varepsilon) x_{i} x_{k} x_{p}
\end{align*}
$$

where $a_{i k}$ and $a_{i k p}$ are coefficients that depend on the parameter $\varepsilon$. Throughout this paper, repeated subscripts $i$, $k(i, k, p)$ indicate summation over all $1 \leqslant i \leqslant k \leqslant 2(1 \leqslant i \leqslant k \leqslant p \leqslant 2)$.

Suppose the characteristic equation

$$
\Delta(p)=p-a(\varepsilon)-b(\varepsilon) \exp (-p \tau)=0
$$

when $\varepsilon=0$ has roots $p_{1,2}= \pm i \omega$ and $p_{j}$ which satisfy the condition $\operatorname{Re} p_{j}(0)<-\sigma<0$.
Assume that

$$
d \operatorname{Re} p_{1.2}(\varepsilon) /\left.d \varepsilon\right|_{\varepsilon=0}>0
$$

In what follows we will construct, for systems with delay described by Eq. (1), a second-order, system without delay, using which one can approximately find limit cycles of Eq. (1), depending on the values of $\varepsilon$. The limit cycles of Eq. (1), determined for small $\varepsilon$, may then be extended to finite values of $\varepsilon$ by numerical continuation with respect to $\varepsilon$.

We write Eq. (1) in operator form [5]

$$
\begin{align*}
& d x_{t}(\theta) / d t=A x_{t}(\theta)+R\left(\varepsilon, x_{t}(\theta)\right),  \tag{3}\\
& A x_{t}(\theta)= \begin{cases}d x_{t}(\theta)=x(t+\theta) \\
a(\varepsilon) x_{t}(0)+b(\varepsilon) x_{t}(-\tau), & -\tau \leqslant \theta<0\end{cases} \\
& R\left(\varepsilon, x_{t}(\theta)\right)= \begin{cases}0, & -\tau \leqslant \theta<0 \\
F\left(\varepsilon, x_{t}(0), x_{t}(-\tau)\right), & \theta=0\end{cases}
\end{align*}
$$

where $x(t)$ is a solution of Eq. (1) for $t>0$ with continuously differentiable initial function $x_{0}(\theta)=\varphi(\theta)$.
Consider the functionals

$$
y_{j}(t, \varepsilon)=f_{j}\left(x_{t}(\theta), \varepsilon\right)=x_{l}(0)-b(\varepsilon) \int_{0}^{-\tau} \exp \left(-p_{j} \tau\right) x_{t}(v) d v
$$

and the functions

$$
b_{j}(\theta, \varepsilon)=\exp \left(p_{j}(\varepsilon) \theta\right) / \Delta_{j} \quad\left(\Delta_{j}=1+b(\alpha) \tau p_{j}(\varepsilon)\right)
$$

Proceeding as in the previous paper [5], using the change of variables

$$
y_{j}(t)=f_{j}\left(x_{t}(\theta), \varepsilon\right), \quad z_{l}(\theta)=x_{t}(\theta)-b_{l}(\theta, \varepsilon) y_{l}(t)
$$

(throughout, a repeated subscripts $l$ indicates summation from 1 to 2 ), we replace Eqs (3) by the system of equations

$$
\begin{equation*}
\dot{y}_{j}=p_{j} y_{j}+H_{11}, \quad d z_{l}(\theta) / d t=A z_{l}(\theta)+H_{12} \tag{4}
\end{equation*}
$$

where

$$
H_{1 n}=F\left(\varepsilon, b_{l}(0, \varepsilon) y_{l}+z_{l}(0), b_{l}(-\tau, \varepsilon) y_{l}+z_{l}(-\tau)\right)\left\{\delta_{1 n}+\delta_{2 n}\left[\left(\delta(\theta)-\left(b_{1}(\theta, \varepsilon)+\left(b_{2}(\theta, \varepsilon)\right]\right\}\right.\right.\right.
$$

$\delta(\theta)=0$ for $-\tau \leqslant \theta<0, \delta(0)=1$ and $\delta_{m n}$ is the Kronecker delta.
Suppose $F^{(2)}\left(\varepsilon, x_{1}, x_{2}\right)=0$. In that case, the truncated system without delay is obtained [5] by putting $z_{t}(0)=$ $z_{t}(-\tau)=0$ in the first two equations of system (4), and has the form

$$
\begin{gather*}
\dot{y}_{j}=p_{j}(\varepsilon) y_{j}+F^{(3)}\left(\varepsilon, \alpha_{11} y_{1}+\alpha_{12} y_{2}, \alpha_{21} y_{l}+\alpha_{22} y_{2}\right), \quad j=1,2  \tag{5}\\
\alpha_{j 1}=b_{j}(0, \varepsilon), \quad \alpha_{j 2}=h_{j}(-\tau, \varepsilon) .
\end{gather*}
$$

Taking the last relation of (2) into consideration, we obtain from system (5)

$$
\begin{align*}
& \dot{y}_{j}=p_{j}(\varepsilon) y_{j}+a_{i k p}(\varepsilon)\left[\left(\alpha_{i l} y_{l}\right)\left(\alpha_{k l} y_{l}\right)\left(\alpha_{p l} y_{l}\right)\right]= \\
& =p_{j}(\varepsilon) y_{j}+D_{30}(\varepsilon) y_{1}^{3}+D_{21}(\varepsilon) y_{1}^{2} y_{2}+D_{12}(\varepsilon) y_{1} y_{2}^{2}+D_{03}(\varepsilon) y_{2}^{3} \tag{6}
\end{align*}
$$

where

$$
\begin{align*}
& D_{30}(\varepsilon)=a_{i k p}(\varepsilon) \alpha_{i 1} \alpha_{k 1} \alpha_{p 1} \\
& D_{21}(\varepsilon)=a_{i k p}(\varepsilon)\left(\alpha_{i 1} \alpha_{k 1} \alpha_{p 2}+\alpha_{i 1} \alpha_{k 2} \alpha_{p 1}+\alpha_{i 2} \alpha_{k 1} \alpha_{p 1}\right) \\
& D_{12}(\varepsilon)=a_{i k p}(\varepsilon)\left(\alpha_{i 2} \alpha_{k 2} \alpha_{p 1}+\alpha_{i 1} \alpha_{k 2} \alpha_{p 2}+\alpha_{i 2} \alpha_{k 1} \alpha_{p 2}\right)  \tag{7}\\
& D_{03}(\varepsilon)=a_{i k p}(\varepsilon) \alpha_{i 2} \alpha_{k 2} \alpha_{p 2}
\end{align*}
$$

System (5) is a system of differential equations which, up to terms $y_{1}^{r} y_{2}^{\psi}$ of order $r+q=3$, is identical with a system on a two-dimensional stable central manifold, which exists in the neighbourhood of the equilibrium state $x=0$ of Eq. (1) for sufficiently small $\varepsilon[3,4]$, and which we will denote by $\sigma$.

If when $\varepsilon=0$ the quantity $g_{1}$ defined for Eq. (1), which is similar to the first Lyapunov number, does not vanish, then as $\varepsilon$ is increased from $\varepsilon<0$ to $\varepsilon>0$, a limit cycle $\Gamma(\varepsilon)$ lying on $\sigma$ is generated from the equilibrium state $x=0$, or contracts to that state. Since $g_{1}$ for $\varepsilon=0$ is also simultaneously the first Lyapunov number of system (6), it follows that, as $\varepsilon$ is increased from $\varepsilon<0$ to $\varepsilon>0$, a limit cycle $\Gamma_{0}(\varepsilon)$ is generated from the equilibrium state $y_{1}=y_{2}=0$ or contracts to that state. For sufficiently small $\varepsilon$, the limit cycles $\Gamma_{0}(\varepsilon)$ and $\Gamma(\varepsilon)$ are close together. Let $\left(y_{1}^{0}, y_{2}^{0}\right)$ be a point of $\Gamma_{0}(\varepsilon)$. Then for small $\varepsilon$ the function

$$
x_{0}(t)=b_{l}(\theta, \varepsilon) y_{l}^{0}, \quad(\theta \in[-\tau, 0])
$$

may be taken as an approximate initial function for the limit cycle $\Gamma(\varepsilon)$. As $\varepsilon$ increases from $\varepsilon=0$ or as $\varepsilon$ decreases from $\varepsilon=0$, the limit cycle $\Gamma(\varepsilon)$ of Eq. (1) may be determined approximately, e.g. by numerical continuation with respect to the parameter $\varepsilon$.

Now consider the case $F^{(2)} \neq 0$. Following earlier arguments [5], we introduce the following change of variables in system (4)

$$
\begin{equation*}
z_{1}(\theta)=v_{t}(\theta)+\gamma\left(\theta, y_{1}, y_{2}, \varepsilon\right) \quad \gamma=\sum_{r+q=2} d_{r q}(\theta, \varepsilon) y_{1}^{r} y_{2}^{q} \tag{8}
\end{equation*}
$$

(the values of $d_{r q}(\theta, \varepsilon)$ will be found below).

In the new variables; system (4) becomes

$$
\begin{align*}
& \dot{y}_{j}=p_{j} y_{j}+F\left(\varepsilon, \alpha_{11} y_{1}+\gamma\left(0, y_{1}, y_{2}, \varepsilon\right)+v_{t}(0), \alpha_{12} y_{1}+\gamma\left(-\tau_{1} y_{1}, y_{2}, \varepsilon\right)+v_{t}(-\tau)\right) \\
& d v,(\theta) / d t=A v_{t}(\theta)+H_{2}\left(y_{1}, y_{2}, v_{t}(\theta), \varepsilon\right)  \tag{9}\\
& H_{2}=A \gamma+H_{1}-\left(\partial \gamma / \partial y_{l}\right) \dot{y}_{t}, \quad H_{1}=B_{20}(\theta, \varepsilon) y_{1}^{2}+B_{11}(\theta, \varepsilon) y_{1} y_{2}+B_{02}(\theta, \varepsilon) y_{2}^{2}+\ldots
\end{align*}
$$

where the dots stand for terms $y_{1}^{r} y_{2}^{q}$ with $r+q \geqslant 3$. The coefficients $B_{r q}(\theta, \varepsilon)$, where $r+q=2$, have the form

$$
B_{r q}(\theta, \varepsilon)=A_{r q}(\varepsilon)\left(\delta(\theta)-\left(b_{1}(\theta, \varepsilon)+b_{2}(\theta, \varepsilon)\right)\right)
$$

where $A_{r q}(\varepsilon)$ are the coefficients of the quadratic terms $y_{1}^{r} y_{2}^{q}(r+q=2)$ in the function $F\left(\varepsilon, \alpha_{11} y_{1}, \alpha_{12} y_{1}\right)$.
Equating the coefficients of the quadratic terms $y_{1}^{r} y_{2}^{q}$ in the function $H_{2}$ to zero [5], we obtain equations for $d_{r q}(\theta, \varepsilon)(r+q=2)$ :

$$
\begin{equation*}
\left[J \lambda_{r q}-A\right] d_{r q}(\theta)=B_{r q}(\theta, \varepsilon) ; \quad \lambda_{20}=2 p_{1}(\varepsilon), \quad \lambda_{11}=p_{1}(\varepsilon)+p_{2}(\varepsilon), \quad \lambda_{02}=2 p_{2}(\varepsilon) \tag{10}
\end{equation*}
$$

where $J$ is the identity operator.
Equation (10) with $r+q=2$ yields

$$
\begin{align*}
& d_{r q}(0)=A_{r q}\left(1-\alpha_{11}-\alpha_{12}+b(\varepsilon) L_{r q}\right) / \Delta\left(\lambda_{r q}\right), \quad d_{r q}(-\tau)=\exp \left(-\lambda_{r q} \tau\right) d_{r q}(0)+A_{r q} L_{r q}  \tag{11}\\
& L_{r q}=\sum_{j=1}^{2} \frac{\exp \left(-p_{j} \tau\right)-\exp \left(-\lambda_{r q} \tau\right)}{\left(p_{j}-\lambda_{r q}\right) \Delta_{j}}, \quad \Delta\left(\lambda_{r q}\right)=\lambda_{r q}-a(\varepsilon)-b(\varepsilon) \exp \left(-\lambda_{r q} \tau\right)
\end{align*}
$$

The truncated second-order system without delay is obtained in this case from system (9) when $v_{l}(0)=v_{l}(-\tau)=0$

$$
\begin{equation*}
\dot{y}_{j}=p_{j}(\varepsilon) y_{j}+Q\left(\varepsilon, y_{1}, y_{2}\right), \quad j=1,2 \tag{12}
\end{equation*}
$$

where

$$
\begin{align*}
& Q\left(\varepsilon, y_{1}, y_{2}\right)=F\left(\varepsilon, \psi_{1}, \psi_{2}\right)=a_{i k}(\varepsilon) \Psi_{i} \psi_{k}+a_{i k p}(\varepsilon) \Psi_{i} \psi_{k} \psi_{p}  \tag{13}\\
& \Psi_{j}=\alpha_{j 1} y_{1}+\alpha_{j 2} y_{2}+\sum_{r+q=2} d_{r q}^{(j)} y_{1}^{r} y_{2}^{q}, \quad d_{r q}^{(1)}=d_{r q}(0, \varepsilon), \quad d_{r q}^{(2)}=d_{r q}(-\tau, \varepsilon), \quad r+q=2, \quad j=1,2
\end{align*}
$$

The function $Q\left(\varepsilon, y_{1}, y_{2}\right)$ in (12) has the form

$$
\begin{equation*}
Q\left(\varepsilon, y_{1}, y_{2}\right)=\sum_{2 \leqslant k} \sum_{r+q=k} A_{r q}(\varepsilon) y_{1}^{r} y_{2}^{q} \tag{14}
\end{equation*}
$$

From (13), multiplying $\psi_{i}, \psi_{k}$ and $\psi_{p}$, we obtain

$$
\begin{array}{ll}
A_{20}(\varepsilon)=a_{i k}(\varepsilon) \alpha_{i 1} \alpha_{k 1}, & A_{11}(\varepsilon)=a_{i k}(\varepsilon)\left(\alpha_{i 1} \alpha_{k 2}+\alpha_{k 1} \alpha_{i 2}\right)  \tag{15}\\
A_{02}(\varepsilon)=a_{i k}(\varepsilon) \alpha_{i 2} \alpha_{k 2}, & A_{r q}(\varepsilon)=D_{r q}(\varepsilon)+C_{r q}(\varepsilon)
\end{array}(r+q=3)
$$

The functions $D_{r q}(\varepsilon)$ are given by formulae (7), and

$$
\begin{aligned}
& C_{30}(\varepsilon)=a_{i k}(\varepsilon)\left(\alpha_{i 1} d_{20}^{(k)}+\alpha_{k 1} d_{20}^{(i)}\right) \\
& C_{21}(\varepsilon)=a_{i k}(\varepsilon)\left(\alpha_{i 1} d_{11}^{(k)}+\alpha_{k 1} d_{11}^{(i)}+\alpha_{i 2} d_{20}^{(k)}+\alpha_{k 2} d_{20}^{(i)}\right) \\
& C_{12}(\varepsilon)=a_{i k}(\varepsilon)\left(\alpha_{i 2} d_{11}^{(k)}+\alpha_{k 2} d_{11}^{(i)}+\alpha_{i 1} d_{02}^{(k)}+\alpha_{k 1} d_{02}^{(i)}\right) \\
& C_{03}(\varepsilon)=a_{i k}(\varepsilon)\left(\alpha_{i 2} d_{02}^{(k)}+\alpha_{k 2} d_{02}^{(i)}\right)
\end{aligned}
$$

Consider the system

$$
\begin{align*}
& \dot{y}_{j}=p_{j}(\varepsilon) y_{j}+Q^{*}\left(\varepsilon, y_{1}, y_{2}\right), \quad j=1,2  \tag{16}\\
& Q^{*}=\sum_{2 \leqslant k \leqslant 3} \sum_{r+q=k} A_{r q}(\varepsilon) y_{1}^{r} y_{2}^{q} .
\end{align*}
$$

As in the case $F_{2}=0$, system (16) with $\varepsilon=0$ has a first Lyapunov number $g_{1}$, which is identical with a quantity similar to the first Lyapunov number for Eq. (1). Hence it follows that in the present case one obtains results, relating to the determination of limit cycles $\Gamma(\varepsilon)$ of Eq. (1) with the help of system (16), similar to those obtained above for the case $F_{2}=0$.

As an example, consider the equation

$$
\begin{equation*}
\dot{x}=-\varepsilon \sin (x(t-1)) \tag{17}
\end{equation*}
$$

The characteristic quasi-polynomial

$$
\begin{equation*}
p+\varepsilon e^{-p}=0 \tag{18}
\end{equation*}
$$

with $\varepsilon=\pi / 2$ has two roots $p_{1,2}= \pm i \pi / 2$ and the other roots have $\operatorname{Re} p_{j}<-\sigma<0$. When $\varepsilon=\pi / 2$, $g_{1}<0$ for Eq. (17). Hence it follows that when $\varepsilon$ is increased from $\varepsilon=\pi / 2$, a stable limit cycle is generated from the equilibrium state $x=0$ of Eq. (17). It has been found by the technique described above for $\varepsilon=1.9,2.5$ and 3. In all these cases one obtains stable periodic solutions in the $(x, t)$ plane, similar to sinusoids with period 4 and amplitudes 0.2, 1.7 and 2.3. These periodic solutions are stable limit cycles of Eq. (17).
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